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#### Abstract

Given an undirected graph $G=(V, E)$ and a source vertex $s \in V$, the $k$-traveling repairman (KTR) problem, also known as the minimum latency problem, asks for $k$ tours, each starting at $s$ and together covering all the vertices (customers) such that the sum of the latencies experienced by the customers is minimum. Latency of a customer $p$ is defined to be the distance traveled (time elapsed) before visiting $p$ for the first time. Previous literature on the KTR problem has considered the version of the problem in which the repairtime of a customer is assumed to be zero for latency calculations. We consider a generalization of the problem in which each customer has an associated repairtime. For a fixed $k$, we present a $(\beta+2)$-approximation algorithm for this problem, where $\beta$ is the best achievable approximation ratio for the KTR problem with zero repairtimes (currently $\beta=6$ ). For arbitrary $k$, we obtain a $\left(\frac{3}{2} \beta+\frac{1}{2}\right)$-approximation ratio. When the repairtimes of all the customers are the same, we present an approximation algorithm with better ratio. ${ }^{2}$ We also introduce the bounded-latency problem, a complementary version of the KTR problem, in which we are given a latency bound $L$ and are asked to find the minimum number of repairmen required to service all the customers such that the latency of no customer is more than $L$. For this problem, we present a simple bicriteria approximation algorithm that finds a solution with at most $2 / \rho$ times the number of repairmen required by an optimal solution, with the latency of no customer exceeding $(1+\rho) L, \rho>0$. © 2006 Published by Elsevier B.V. Keywords: Approximation algorithms; Combinatorial optimization


## 1. Introduction

Given a finite metric on a set of vertices $V$ and a source vertex $s \in V$, the $k$-traveling repairman (KTR) problem, a generalization of the metric traveling repairman problem (also known as the minimum latency problem, the delivery man problem [6,11], and the school bus-driver problem [14]), asks for $k$ tours, each starting at $s$ (depot) and together covering all the vertices (customers) such that the sum of the latencies experienced by the customers is minimum.

[^0]Latency of a customer $p$ is defined to be the distance traveled (time elapsed) before visiting $p$ for the first time. The KTR problem is NP-hard [12], even for $k=1$. The problem remains NP-hard even for weighted trees [13].

The KTR problem with $k=1$ is known as the minimum latency problem (MLP) in the literature. The first constant factor approximation for MLP was given by Blum et al. [2]. Goemans and Kleinberg [8] improved the ratio for MLP to $3.59 \alpha$, where discussion, let $\alpha$ is the best achievable approximation ratio for the $i$-MST problem. Given an undirected graph with non-negative edge costs and an integer $i$, the well-known $i$-MST problem is that of finding a minimum cost spanning tree spanning $i$ nodes. The $i$-MST problem is NP-hard. The current best approximation ratio for the $i$-MST problem is 2, due to Garg [7]. Archer, Levin and Williamson [1] presented faster algorithms for MLP with a slightly better approximation ratio of 7.18 . Recently, Chaudhuri et al. [3] have reduced the ratio by a factor of 2, to 3.59. They build on Archer, Levin and Williamson's techniques with the key improvement being that they bound the cost of their $i$-trees by the cost of a minimum cost path visiting $i$ nodes, rather than twice the cost of a minimum cost tree spanning $i$ nodes.

For the KTR problem, Fakcharoenphol, Harrelson, and Rao [5] presented a $8.497 \alpha$-approximation algorithm. Their ratio was recently improved to $2(2+\alpha)$ by Chekuri and Kumar [4]. For a multidepot variant of the KTR problem, in which $k$ repairmen start from $k$ different starting locations, Chekuri and Kumar [4] presented a $6 \alpha$-approximation algorithm. Recently, Chaudhuri et al. [3] have reduced the ratio to 6 for both the KTR problem and its multidepot variant.

### 1.1. Problem statement

### 1.1.1. The generalized KTR problem

Literature on the KTR problem shows that all the results thus far are based on the assumption that the repairtime of a customer is zero for latency calculations. In this paper, we consider a generalization of the KTR problem (GKTR), the problem definition of which may be formalized as follows.

GKTR: Given a metric defined on a set of vertices, $V$, a source vertex $s \in V$ and a positive number $k$. Also given is a non-negative number for each vertex $v \in\{V-s\}$, denoting the repairtime at $v$. The objective is to find $k$ tours, each starting at $s$, together covering all the vertices such that the sum of the latencies of all the vertices is minimum.

Note that the definition of "latency" for the GKTR problem is the same as that of the KTR problem. In particular, the latency of a customer $p$ does not include $p$ 's repairtime. By definition, latency is the amount of time a customer waits before being served.

It is easy to see that the GKTR problem resembles most real-life situations, one of which is that the repairmen have to spend some time at each customer's location, say, for the repair or installation of equipment. This applies even for a deliveryman who spends some time delivering goods. Hence, it is natural to formulate the repairman problem with repairtimes.

At first, even though it looks like that the GKTR problem can be reduced to the KTR problem in a straight forward manner, taking a deeper look into the problem reveals that such a reduction might not be possible without a compro-


Fig. 1. (a) Original graph $G$. (b) Transformed graph $G^{*}$. (c) Optimal tour for $G^{*}$.
mise in the approximation ratio. An immediate idea would be to make the graph directed, by adding the repairtime of a vertex to the outgoing edges and making the vertex weights to be zero. Unfortunately, a solution to directed latency problem with asymmetric edge weights is not known.

Another idea would be to incorporate the repairtimes associated with vertices into edge weights (where the weight of an edge represents the time to traverse that edge), which can be done by boosting the edge weights as follows: for every edge $e$ incident on vertices $i$ and $j$ in the given graph $G$, increase the weight (or distance) of $e$ by the sum of $r_{i} / 2$ and $r_{j} / 2$, where $r_{i}$ and $r_{j}$ are the repairtimes of $i$ and $j$ respectively. Fig. 1 depicts such a transformation for a sample instance with $k=1$. The resultant graph $G^{*}$ after such a transformation will still obey triangle inequality, which allows us to use any of the KTR algorithms, say, with approximation guarantee $\beta$. The solution obtained would be a $\beta$-approximation for the modified graph $G^{*}$. However, the obtained solution will not be a $\beta$-approximation for the original problem $G$. This is due to the reason that the lower bounds for the problems defined as $G$ and $G^{*}$ are different, as can be seen from the fact that the latency of a customer $v$ in an optimal solution to $G^{*}$ comprises half of $v$ 's repairtime, while this is not the case with an optimal solution to $G$. At first, even though it looks like an optimal solution to $G$ will be off by just a small amount when compared to an optimal solution to $G^{*}$, in reality, it could be arbitrarily large.

Let us consider the following instance to understand this better. Let there be a customer whose repairtime is much larger than the repairtimes of all other customers and the edge weights in the graph. An optimal solution for such an instance will serve this customer last in a repairman's route and therefore its latency will not include the repairtime of this customer. If we use the above described strategy to transform the given graph into a new graph, then the optimal solution for the new graph will be much larger than the optimal solution to the original graph, since the latency of every vertex in such a solution will be more than half its repairtime. The above discussion demonstrates the difficulty involved in the reduction of the GKTR problem to the KTR problem. As a result, we conclude that the algorithms presented for the KTR problem do not solve the GKTR problem with the same approximation guarantee.

In this paper, we present algorithms that surmount these difficulties. For fixed $k$, we present a $(\beta+2)$-approximation algorithm ${ }^{3}$ for the GKTR problem, where $\beta$ is the best achievable approximation ratio (currently 6) for the KTR problem. For arbitrary $k$, we obtain a $\left(\frac{3}{2} \beta+\frac{1}{2}\right)$-approximation ratio. When the repairtimes of all the customers are the same, we present an approximation algorithm with a better ratio. Based on the current best $\beta$ value, the ratio is 7.1604 .

### 1.1.2. The bounded-latency problem

This problem is a complementary version of the KTR problem, in which we are given a latency bound $L$ and are asked to find the minimum number of repairmen required to service all the customers such that the latency of no customer is more than $L$. More formally, we can define the bounded-latency problem (BLP) as follows:

BLP: Given a metric defined on a set of vertices, $V$, a source vertex $s \in V$ and a positive number $L$. The objective is to find a minimum number of tours, each starting at $s$, together covering all the vertices, such that the latency of no customer is more than $L$.

The bounded-latency problem is very common in real-life as most service providers work only during the day, generally an 8 -hour work day. Under these circumstances, the service provider naturally wants to provide service to all its outstanding customers within the work day, by using the least number of repairmen. Using a simple reduction to the Hamiltonian cycle problem, we show that the BLP is strongly NP-hard, and present a simple bicriteria approximation algorithm that finds a solution with at most $2 / \rho$ times the number of repairmen required by an optimal solution, with the latency of no customer exceeding $(1+\rho) L, \rho>0$.

## 2. The GKTR problem

Our algorithms for the GKTR problem uses the best available approximation algorithm for the KTR algorithm as a black-box. The current best approximation ratio for the KTR problem is 6, due to Chaudhuri et al. [3].

[^1]Throughout this paper, the terms vertex and customer will be used interchangeably. Let $s$ denote the depot or the starting vertex. Let $G$ be the edge-weighted complete graph induced by the vertex set $V$. Let $r_{i}$ denote the repairtime of customer $i$ (repairtime of $s$ is zero). Let $l(v)$ denote $v$ 's latency. Let $|a b|$ denote the weight of the edge connecting vertices $a$ and $b$, which is the metric distance between $a$ and $b$.

### 2.1. Non-uniform repairtimes

Let $G=(V, E)$ be the given graph for which a solution is sought. Let $M \subset V$ be a set of vertices with $k$ largest repairtimes. Let $G^{\prime}$ be the graph induced by $V \backslash M$. Construct a new graph $G^{*}$ from $G^{\prime}$ such that for every edge $e^{\prime}$ incident on vertices $i$ and $j$ in $G^{\prime}$, introduce an edge $e^{*}$ connecting $i$ and $j$ in $G^{*}$ with weight $|i j|+\frac{r_{i}}{2}+\frac{r_{j}}{2}$. Make the repairtimes of all the vertices in $G^{*}$ to be zero. It can be easily seen that the edges in $G^{*}$ obey triangle inequality, and that $G^{*}$ is an ordinary KTR instance while $G$ an $G^{\prime}$ are not. Let opt, opt $t^{\prime}$ and opt* denote the total latencies of all the customers in an optimum solution for $G, G^{\prime}$ and $G^{*}$, respectively. Let $a p x$ and $a p x^{\prime}$ denote the total latencies of all the customers in our solution for $G$ and $G^{\prime}$, respectively. Let $A P X^{\prime}$ and $A P X^{*}$ denote the respective approximate solutions for $G^{\prime}$ and $G^{*}$. Before we proceed to the algorithm and its analysis, we present the following lemmas.

Lemma 2.1. opt $\geqslant o p t^{\prime}$.

Proof. Construct an approximate solution $A P X^{\prime}$ for $G^{\prime}$ from an optimal solution of $G$ by visiting only the vertices in $V \backslash M$ (using short-cutting). The fact that $G^{\prime}$ is a subgraph of $G$ and that its edges obey triangle inequality proves that $o p t \geqslant a p x^{\prime}$, which in turn proves the lemma.

Lemma 2.2. Let $V=\left\{x_{1}, \ldots, x_{n}\right\}$ be the set of vertices in $G$. Let $r_{i}$ denote the repairtime of $x_{i}$ and let $R_{k}$ denote the sum of the $k$ largest repairtimes among the repairtimes of all vertices. Then,

$$
o p t \geqslant\left[\sum_{i=1}^{n}\left(\left|s x_{i}\right|+r_{i}\right)\right]-R_{k}
$$

Proof. The fact that the latency of every vertex in an optimal solution is at least $\left|s x_{i}\right|$ and that such a solution has to include at least all, but the $k$ largest, repairtimes proves the lemma.

The following lemma shows that solutions to the GKTR problem $G^{\prime}$ (which is $G$ without the nodes with the $k$ largest repairtimes) and the KTR problem $G^{*}$ (which is $G^{\prime}$ in which the edge weights have been modified to handle repairtimes) are different by a fixed amount, independent of the tour chosen. Therefore an optimal tour in $G^{\prime}$ is an optimal tour in $G^{*}$, and vice versa.

Lemma 2.3. opt $^{\prime}=o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}$.
Proof. We prove the lemma by showing that

$$
o p t^{\prime} \geqslant o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2} \text { and } o p t^{\prime} \leqslant o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}
$$

- opt $t^{\prime} \geqslant o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}$. Let $O P T^{\prime}$ be an optimal solution to $G^{\prime}$. Suppose opt $t^{\prime}<o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}$. Then, we can construct the same set of $k$ tours for $G^{*}$ as in $O P T^{\prime}$ such that the $i$ th tour in $G^{*}$ visits the same set of vertices as visited by the $i$ th tour in $O P T^{\prime}$, and in the same order. The sum of the latencies of all the customers in such a solution for $G^{*}$ will be $o p t^{\prime}+\sum_{i \in V \backslash M} \frac{r_{i}}{2}$, which contradicts the fact that $o p t^{*}$ is the optimal sum of latencies for $G^{*}$.
- opt $t^{\prime} \leqslant o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}$. Let $O P T^{*}$ be an optimal solution to $G^{*}$. Suppose $o p t^{\prime}>o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}$. Then, we can construct the same set of $k$ tours for $G^{\prime}$ as in $O P T^{*}$ such that the $i$ th tour in $G^{\prime}$ visits the same set of vertices as visited by the $i$ th tour in $O P T^{*}$, and in the same order. The sum of the latencies of all the customers in such a
solution for $G^{\prime}$ will be $o p t^{*}-\sum_{i \in V \backslash M} \frac{r_{i}}{2}$, which contradicts the fact that opt ${ }^{\prime}$ is the optimal sum of latencies for $G^{\prime}$.

We now describe our algorithm for the GKTR problem. We obtain an approximate solution $A P X^{\prime}$ to $G^{\prime}$ as follows. We first obtain a $\beta$-approximate solution $A P X^{*}$ to $G^{*}$. Let $t_{1}, t_{2}, \ldots, t_{k}$ be the set of $k$ tours in $A P X^{*}$. We then construct the same set of $k$ tours for $G^{\prime}$ as in $A P X^{*}$ such that the $i$ th tour in $G^{\prime}$ visits the same set of vertices as visited by the $i$ th tour in $A P X^{*}$, and in the same order. It can be seen that the sum of the latencies of all the customers in $G^{\prime}$ is

$$
\begin{align*}
a p x^{\prime} & \leqslant \beta o p t^{*}-\sum_{j \in V \backslash M} \frac{r_{j}}{2} \\
& =\beta\left(o p t^{\prime}+\sum_{i \in V \backslash M} \frac{r_{i}}{2}\right)-\sum_{i \in V \backslash M} \frac{r_{i}}{2} \quad \text { (by Lemma 2.3). } \tag{1}
\end{align*}
$$

Let $M=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be the set of vertices, with $k$ largest repairtimes in $G$. We now extend tour $t_{i}$ in $G^{\prime}$ to include $v_{i}$ as its last vertex, for all $i$, resulting in a feasible set of $k$ tours for $G$, with apx denoting the sum of the latencies of all the customers in $G$. The latency of vertex $v_{i}, l\left(v_{i}\right)$, added to the $i$ th tour will be at most the sum of the latency of its predecessor vertex $p_{i}$ (vertex visited by the $i$ th tour just before visiting $v_{i}$ ), $p_{i}$ 's repairtime $r_{p_{i}}$, and $\left|p_{i} v_{i}\right|$. Let $p_{i}$ be the $j$ th vertex visited in the $i$ th tour and let $\left\{u_{(1, i)}, \ldots, u_{(j-1, i)}\right\}$ be the other vertices visited by the $i$ th tour before visiting $p_{i}$. Since $\left|s p_{i}\right|+\left|s v_{i}\right| \geqslant\left|p_{i} v_{i}\right|$, where $s$ is the central depot, the latency of $v_{i}$ is given by

$$
l\left(v_{i}\right) \leqslant l\left(p_{i}\right)+r_{p_{i}}+\left|s p_{i}\right|+\left|s v_{i}\right| .
$$

The sum of the latencies of all $v_{i}$ 's, where $i=1 \ldots k$, is given by

$$
\begin{align*}
\sum_{i=1}^{k} l\left(v_{i}\right) & \leqslant \sum_{i=1}^{k}\left[l\left(p_{i}\right)+r_{p_{i}}+\left|s p_{i}\right|+\left|s v_{i}\right|\right] \\
& \leqslant \sum_{i=1}^{k}\left[\left|s p_{i}\right|+\sum_{g=1}^{j-1} 2\left|s u_{(g, i)}\right|+\sum_{g=1}^{j-1} r_{u_{(g, i)}}\right]+\sum_{i=1}^{k}\left[r_{p_{i}}+\left|s p_{i}\right|+\left|s v_{i}\right|\right] \tag{2}
\end{align*}
$$

### 2.1.1. $\left(\frac{3}{2} \beta+\frac{1}{2}\right)$-approximation analysis for arbitrary $k$

We can rewrite (2) as follows:

$$
\begin{align*}
\sum_{i=1}^{k} l\left(v_{i}\right) & \leqslant \sum_{i=1}^{k}\left[\left|s p_{i}\right|+\sum_{g=1}^{j-1}\left|s u_{(g, i)}\right|\right]+\sum_{i=1}^{k}\left[\left(\sum_{g=1}^{j-1} r_{u_{(g, i)}}\right)+r_{p_{i}}+\left(\sum_{g=1}^{j-1}\left|s u_{(g, i)}\right|\right)+\left|s p_{i}\right|+\left|s v_{i}\right|\right] \\
& \leqslant \sum_{i=1}^{k}\left[\left|s p_{i}\right|+\sum_{g=1}^{j-1}\left|s u_{(g, i)}\right|\right]+\text { opt } \quad \text { (by Lemma 2.2). } \tag{3}
\end{align*}
$$

The sum of the latencies of all the customers in $G$ is given by

$$
a p x=a p x^{\prime}+\sum_{i=1}^{k} l\left(v_{i}\right)
$$

By substituting (1) and (3), we get

$$
\begin{align*}
a p x & \leqslant \beta o p t^{\prime}+o p t+\frac{\beta-1}{2} \sum_{i \in V \backslash M} r_{i}+\sum_{i=1}^{k}\left[\left|s p_{i}\right|+\sum_{g=1}^{j-1}\left|s u_{(g, i)}\right|\right] \\
& \leqslant(\beta+1) o p t+\frac{\beta-1}{2} \sum_{i \in V \backslash M} r_{i}+\sum_{i=1}^{k}\left[\left|s p_{i}\right|+\sum_{g=1}^{j-1}\left|s u_{(g, i)}\right|\right] \tag{byLemma2.1}
\end{align*}
$$

$$
\begin{aligned}
& =(\beta+1) \text { opt }+\frac{\beta-3}{2} \sum_{i \in V \backslash M} r_{i}+\sum_{i=1}^{k}\left[\left|s p_{i}\right|+\sum_{g=1}^{j-1}\left|s u_{(g, i)}\right|\right]+\sum_{i \in V \backslash M} r_{i} \\
& \leqslant(\beta+1) \text { opt }+\frac{\beta-3}{2} \sum_{i \in V \backslash M} r_{i}+\text { opt } \quad(\text { by Lemma } 2.2) \\
& =(\beta+2) \text { opt }+\frac{\beta-3}{2} \sum_{i \in V \backslash M} r_{i} \\
& \leqslant(\beta+2) \text { opt }+\frac{\beta-3}{2} \text { opt (by Lemma 2.2) } \\
& =\left(\frac{3}{2} \beta+\frac{1}{2}\right) \text { opt }
\end{aligned}
$$

As before, the sum of the latencies of all the customers in $G$ is given by

$$
a p x=a p x^{\prime}+\sum_{i=1}^{k} l\left(v_{i}\right)
$$

By substituting (1) and (4), we get

$$
\begin{aligned}
a p x & =\beta\left(o p t^{\prime}+\sum_{i \in V \backslash Q} \frac{r_{i}}{2}\right)-\sum_{i \in V \backslash Q} \frac{r_{i}}{2}+\sum_{i \in V \backslash Q} 2|s i|+\sum_{i \in Q}|s i|+\sum_{i \in V \backslash Q} r_{i} \\
& =\beta o p t^{\prime}+\frac{\beta+1}{2} \sum_{i \in V \backslash Q} r_{i}+\sum_{i \in Q}|s i|+\sum_{i \in V \backslash Q} 2|s i| \\
& \leqslant \beta o p t+\sum_{i \in V \backslash Q} 2|s i| \quad(\text { by Lemma 2.4) } \\
& \leqslant \beta o p t+2 \text { opt } \quad \text { (by Lemma 2.2) } .
\end{aligned}
$$


#### Abstract

Theorem 2.2. For the GKTR problem with fixed $k$, there exists a polynomial time algorithm with $(\beta+2)$ approximation ratio, where $\beta$ is the best achievable approximation ratio for the KTR problem.


### 2.2. Uniform repairtimes

In this variant of the problem, it is assumed that the repairtimes at customer locations are all the same. It appears that one could convert the GKTR instance with uniform repairtimes into a KTR instance by incorporating the repairtimes to the edge lengths, but such a transformation will violate the triangle inequality property. We show that the approximation guarantee for the GKTR problem can be improved when the repairtimes are all the same. To achieve a smaller approximation ratio, we present two algorithms that work at tandem. Our first algorithm produces an approximation ratio that decreases with increasing $k / n$ ( $n$ is the number of customers), whereas our second algorithm produces a ratio that increases with $k / n$. As before, let $\beta$ be the best achievable approximation ratio for the KTR problem.

Let $G=(V, E)$ be the given graph for which a solution is sought. Let $r$ denote the repairtime of the customer i.e., $\forall_{i \neq s} r_{i}=r$ (repairtime of $s$ is zero). Construct a new graph $G^{*}$ from $G$ such that for every edge $e$ incident on vertices $i$ and $j$ in $G$, introduce an edge $e^{*}$ connecting on $i$ and $j$ in $G^{*}$ with weight $|i j|+\frac{r_{i}}{2}+\frac{r_{j}}{2}=|i j|+r$. Make the repairtimes of all the vertices in $G^{*}$ to be zero. It can be easily seen that the edges in $G^{*}$ obey triangle inequality and that $G^{*}$ is a KTR instance. Let opt and opt* denote the total latencies of all the customers in an optimum solution for $G$ and $G^{*}$, respectively. Let $a p x$ denote the total latency of all the customers in our solution for $G$. Let $n$ denote the number of vertices in the graph.

Fact 2.1. Let $C$ be a positive constant. Let $x$ and $y$ be integer variables such that $x+y=C$. Then, $x(x-1)+y(y-1)$ is minimum when $x=y$ (if $x+y$ is even) or $|x-y|=1$ (if $x+y$ is odd).

Lemma 2.5. Let opt $=$ opt $t_{t}+$ opt $_{r}$ be the total latency of an optimal solution, where opt $t_{t}$ and opt $r_{r}$ are the latency contributions due to travel and repairtime, respectively. Then,

$$
o p t_{r} \geqslant \frac{r n\left(\frac{n}{k}-1\right)}{2}
$$

Proof. If, in an optimal solution $O P T$, there exists two repairmen who visit different number of customers, say $y$ and $z$, then, we can construct an alternate solution $A L T$ from $O P T$ by making those two repairmen visit $\frac{y+z}{2}$ customers each if $y+z$ is even or $\left\lceil\frac{y+z}{2}\right\rceil$ and $\left\lfloor\frac{y+z}{2}\right\rfloor$ customers, respectively, if $y+z$ is odd. If the total latency of $A L T$ is greater than that of $O P T$, by Fact 2.1, the contribution to the sum of latencies, in $A L T$, due to repairtimes alone will be less than $o p t_{r}$. We can continue to find a feasible solution in this manner, until the difference in the number of customers visited by any two repairmen is at most one. That is, each repairman will visit at least $\left\lceil\frac{n}{k}\right\rceil$ and at most $\left\lfloor\frac{n}{k}\right\rfloor$ customers. That brings us to the following equation, which proves the lemma.

$$
o p t_{r} \geqslant r k \frac{\frac{n}{k}\left(\frac{n}{k}-1\right)}{2}=\frac{r n\left(\frac{n}{k}-1\right)}{2}
$$

### 2.2.1. Algorithm 1

This algorithm proceeds on a case-by-case basis, based on the value of $k$ with respect to $n$. Let the customers be sorted in non-decreasing order with respect to their distances to the depot. Let $A=\left\{c_{1}, \ldots, c_{n}\right\}$ be the sorted set of $n$ customers, i.e., $\left|s c_{1}\right| \leqslant\left|s c_{2}\right| \leqslant \cdots \leqslant\left|s c_{n}\right|$.

Case $1 . k \geqslant \frac{n}{2}$. The $i$ th repairman visits customer $c_{i}$ first, $\forall i \leqslant k$. In addition, repairmen 1 to $n-k$ are assigned to visit one additional customer each, from the remaining pool of $n-k$ unassigned customers, as their second customer.
Let $t_{1}$ be one of $k$ such tours constructed in this manner. Let $c_{1}$, and maybe $c_{I}$, be the customers visited by tour $t_{1}$, in that order. The latency of $c_{1}$ would just be $\left|s c_{1}\right|$ and the latency of $c_{I}$ would be at most $\left|s c_{1}\right|+$ $r+\left|c_{1} c_{I}\right| \leqslant\left|s c_{1}\right|+r+\left|s c_{1}\right|+\left|s c_{I}\right|$ (refer Fig. 2(a)). The sum of the latencies of customers $c_{1}$ and $c_{I}$ is at most $\left|s c_{1}\right|+\left|s c_{I}\right|+r+2\left|s c_{1}\right|$. The sum of the latencies of all the customers visited by $k$ tours is then at most


Fig. 2. (a) $k \leqslant \frac{n}{2}$; (b) $\frac{n}{3} \leqslant k<\frac{n}{2}$.
$\sum_{j=1}^{n}\left|s c_{j}\right|+(n-k) r+2 \sum_{j=1}^{n-k}\left|s c_{j}\right|$. By Lemma 2.2, the sum of the latencies is at most opt $+2 \sum_{j=1}^{n-k}\left|s c_{j}\right|$. Since $A$ is sorted in non-decreasing order, the approximation ratio is less than or equal to $1+2\left(\frac{n-k}{n}\right)=1+2(1-x)$, where $x=\frac{k}{n}$. Since $k \geqslant \frac{n}{2}$, the ratio is at most 2 .
Case 2. $\frac{n}{3} \leqslant k<\frac{n}{2}$. The $i$ th repairman visits customer $c_{i}$ first, $\forall i \leqslant k$. Each repairman picks one customer out of $\left\{c_{k+1}, \ldots, c_{2 k}\right\}$ to be his next customer. In addition, repairmen 1 to ( $n-2 k$ ) are assigned to visit one additional customer each, from the remaining pool of $n-2 k$ unassigned customers, as their third customer.
Let $t_{1}$ be one of $k$ such tours constructed in this manner. Let $c_{1}, c_{I}$, and maybe $c_{I I}$, be the customers visited by tour $t_{1}$, in that order. The latency of $c_{1}$ would just be $\left|s c_{1}\right|$. The latencies of $c_{I}$ and $c_{I I}$ would be at most $\left|s c_{1}\right|+r+\left|s c_{1}\right|+\left|s c_{I}\right|$ and $\left|s c_{1}\right|+r+\left|s c_{1}\right|+\left|s c_{I}\right|+r+\left|s c_{I}\right|+\left|s c_{I I}\right|$, respectively (see Fig. 2(b)). The sum of the latencies of customers $c_{1}, c_{I}$ and $c_{I I}$ is at most $\left|s c_{1}\right|+\left|s c_{I}\right|+\left|s c_{I I}\right|+4\left|s c_{1}\right|+2\left|s c_{I}\right|+r+2 r$. The sum of the latencies of all the customers visited by $k$ tours is given by

$$
\begin{aligned}
a p x & \leqslant \sum_{j=1}^{n}\left|s c_{j}\right|+2 \sum_{j=1}^{k}\left|s c_{j}\right|+2 \sum_{j=1}^{n-2 k}\left|s c_{j}\right|+2 \sum_{j=k+1}^{n-k}\left|s c_{j}\right|+k r+(n-2 k) 2 r \\
& \leqslant \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2 k}{n} \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2(n-2 k)}{n} \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2(n-2 k)}{n-k} \sum_{j=1}^{n}\left|s c_{j}\right|+2(n-k) r-k r \\
& \leqslant \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2(n-k)}{n} \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2(n-2 k)}{n-k} \sum_{j=1}^{n}\left|s c_{j}\right|+2(n-k) r \\
& =3 \sum_{j=1}^{n}\left|s c_{j}\right|+2(n-k) r-\frac{2 k}{n} \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2(n-2 k)}{n-k} \sum_{j=1}^{n}\left|s c_{j}\right| \\
& \leqslant 3 o p t-\frac{2 k}{n} \sum_{j=1}^{n}\left|s c_{j}\right|+\frac{2(n-2 k)}{n-k} \sum_{j=1}^{n}\left|s c_{j}\right| \quad(\text { by Lemma 2.2) } \\
& \leqslant 3 o p t-\frac{2 k}{n} \text { opt+-+2(n-2k)} \frac{n-k}{n} \text { opt } \quad(\text { by Lemma 2.2) } \\
& =\left[3-\frac{2 k}{n}+\frac{2(n-2 k)}{n-k}\right] o p t \\
& =\left[1+2(1-x)+\frac{2(1-2 x)}{1-x}\right] o p t
\end{aligned}
$$

where $x=\frac{k}{n}$. Since $\frac{n}{3} \leqslant k<\frac{n}{2}$,apx is bounded by $\frac{10}{3}$ opt.
Case $l$ (in general). $\frac{n}{l+1} \leqslant k<\frac{n}{l}$. The $i$ th repairman visits customer $c_{i}$ first, $\forall i \leqslant k$. Each repairman picks one customer out of $\left\{c_{k+1}, \ldots, c_{2 k}\right\}$ to be his second customer, one customer out of $\left\{c_{2 k+1}, \ldots, c_{3 k}\right\}$ to be his third customer, $\ldots$, and one customer out of $\left\{c_{(l-1) k+1}, \ldots, c_{l k}\right\}$ to be his $l$ th customer. In addition, repairmen 1 to ( $n-l k$ ) are assigned to visit one additional customer each, from the remaining pool of $n-l k$ unassigned customers, as their $(l+1)$ th customer.

Let $t_{1}$ be one of $k$ such tours constructed in this manner. Let $c_{1}, c_{I}, c_{I I}, \ldots$ be the customers visited by tour $t_{1}$, in that order. Latencies of $c_{1}, c_{I}, c_{I I}, \ldots$ are calculated in the same manner as done in case 2 . The analysis proceeds in the same manner as in case 2 and the sum of the latencies of all the customers visited by $k$ tours is given by

$$
\begin{equation*}
a p x \leqslant\left[1+\sum_{j=0}^{l-1} \frac{2(1-(j+1) x)}{1-j x}\right] o p t \tag{5}
\end{equation*}
$$

where $x=\frac{k}{n}$. Since $\frac{n}{l+1}<k \leqslant \frac{n}{l}$, for values of $l=3,4,5,6,7,8,9, \ldots$, apx is bounded by $\frac{29}{6}$ opt, $\frac{193}{30}$ opt, $\frac{193}{30}$ opt, $\frac{81}{10}$ opt,$\frac{687}{70}$ opt,$\frac{1619}{140}$ opt,$\frac{16811}{1260}$ opt,$\ldots$, respectively.

### 2.2.2. Algorithm 2

Just like in the non-uniform repairtime case, we find a $\beta$-approximate solution $A P X^{*}$ to $G^{*}$. Let $t_{1}, t_{2}, \ldots, t_{k}$ be the set of $k$ tours in $A P X^{*}$. Construct the same set of $k$ tours in $G$ as in $A P X^{*}$ such that the $i$ th tour in $G$ visits the same set of vertices as visited by the $i$ th tour in $A P X^{*}$, and in the same order. It can be seen that the sum of the latencies of all the customers in $G$ is

$$
\begin{equation*}
a p x=\beta o p t^{*}-\sum_{i=1}^{n} \frac{r_{i}}{2}=\beta o p t^{*}-\frac{n r}{2} . \tag{6}
\end{equation*}
$$

By Lemma 2.3,

$$
o p t=o p t^{*}-\sum_{i=1}^{n} \frac{r_{i}}{2}=o p t^{*}-\frac{n r}{2}
$$

Substituting for $o p t^{*}$ in (6), we get

$$
a p x=\beta o p t+\left(\frac{\beta-1}{2}\right) n r .
$$

The approximation ratio of Algorithm 2 can be calculated from the above equation as follows.

$$
\begin{align*}
\frac{a p x}{o p t} & =\frac{\beta o p t+\left(\frac{\beta-1}{2}\right) n r}{o p t} \\
& \leqslant \beta+\frac{\left(\frac{\beta-1}{2}\right) n r}{\frac{r n\left(\frac{n}{k}-1\right)}{2}} \quad(\text { by Lemma 2.5) } \\
& \leqslant \beta+\left(\frac{\beta-1}{\frac{n}{k}-1}\right) \tag{7}
\end{align*}
$$

For $\beta=6$, plots for $k$ versus Eqs. (5) and (7) reveal that the resulting curves intersect at $k=0.188364 n$ yielding the 7.1604 approximation ratio. In other words, for $\beta=6$, Algorithm 1 guarantees an approximation ratio of 7.1604 for values of $k \geqslant 0.188364 n$, and Algorithm 2 guarantees the same ratio for values of $k \leqslant 0.188364 n$, leading us to the following theorem. A tight example for our analysis would be when vertices visited by a tour are on a line with the depot placed strategically in the middle. This would result in a tour criss-crossing the depot every time a new vertex is visited.

Theorem 2.3. For the GKTR problem with uniform repairtimes, there exists a polynomial time algorithm with 7.1604 approximation ratio.

Our algorithm scales nicely, and any future improvement of $\beta$ will result in a better ratio for the uniform GKTR. For example, for $\beta=5,4,3$, our algorithm would guarantee approximation ratios of $6.1,5.0,3.9$, respectively.

## 3. The bounded-latency problem

The bounded-latency problem (BLP) is a complementary version of the KTR problem, in which we are given a latency bound $L$ and are asked to find the minimum number of repairmen required to service all the customers such that the latency of no customer is more than $L$. This is unlike the GKTR problem, in which the sum of the latencies is minimized. It can easily be shown that the BLP is strongly NP-hard through a simple reduction to the Hamiltonian problem.

## Theorem 3.1. The BLP is strongly NP-hard.

Proof. We prove the theorem by showing that a special case (with zero repairtimes) of the BLP is strongly NP-hard, even when there are only two different edge weights Let $K_{n}$ be the complete graph induced by the vertices of the given graph $G=(V, E)$, with $n=|V|$. Each edge $e_{i j}$ connecting vertices $i$ and $j$ in $K_{n}$ is assigned a weight of 1 if there exists an edge between $i$ and $j$ in $G$, and 2 otherwise. The edges in $K_{n}$ satisfy triangle inequality. Pick an arbitrary vertex to be the depot $s$, and set the repairtimes at all vertices to be zero. Set latency bound $L=n-1$. Now, $G$ is Hamiltonian if and only if a single repairman is sufficient to serve all the vertices in the weighted graph constructed, while satisfying the latency bound.

Non-metric BLP is as non-approximable as the non-metric traveling salesman problem as edges not in $E$ can be assigned an arbitrarily large weight instead of 2 (in the proof above).

For the BLP problem with zero repairtimes, we present a simple bicriteria approximation algorithm that finds a solution with at most $2 / \rho$ times the number of repairmen required by an optimal solution, with the latency of no customer exceeding $(1+\rho) L, \rho>0$.

For a BLP instance with latency bound $L$, let $\eta$ be the minimum number of repairmen required to service all the customers with the latency of no customer exceeding $L$. Let $\ell$ denote the length of the tree obtained from a feasible BLP solution by removing the edges connecting the last customers in each of the tour to the depot.

Fact 3.1. For any BLP instance $I, \ell$ is at least the length of an MST spanning the vertices in $I$.
Fact 3.2. $\eta \geqslant \ell / L$.
Given below is an algorithm which groups the customers, so that a repairman can be assigned to each of the groups. Let $\rho>0$.

1. Construct a tour for the given set of vertices (depot and customers) using the best available approximation algorithm for TSP.
2. Remove the depot from the tour.
3. Set lengthTraveled $=0$;
4. Starting from some vertex, traverse the tour.
5. While not all edges in the tour are traversed, traverse the next edge $e$ on the tour.
(a) If lengthTraveled + length $(e) \leqslant \rho L$, set lengthTraveled $=$ lengthTraveled + length $(e)$.
(b) Else remove $e$ from the tour, and set lengthTraveled $=0$.

At the end of the above algorithm, we will be left with segments, each of length at most $\rho L$, as shown in Fig. 3 . For each segment, introduce two edges to connect its endpoints (vertices) to the depot. Since our tour is of length at most twice than that of an MST, by Fact 3.1, our solution will require at most $2 \ell / \rho L \leqslant 2 \eta / \rho$ repairmen (by Fact 3.2). Assuming that there exists a feasible solution for a given instance, the length of an edge connecting any vertex to the depot is at most $L$. Hence, regardless of which direction each tour in our solution is traversed, each customer will have a latency of at most $(1+\rho) L$.

Theorem 3.2. For the bounded-latency problem, in which we are a given a latency bound L, there exists a bicriteria approximation algorithm that finds a solution with at most $2 / \rho$ times the number of repairmen required by an optimal solution, with the latency of no customer exceeding $(1+\rho) L, \rho>0$.


Fig. 3. Cutting the tour into segments of size at most $\rho L$.

## 4. Conclusion

We presented approximation algorithms for the generalized version of the KTR problem, in which the time spent by a repairman at a customer's location is considered to be non-zero. For the case when the repairtimes are different for each customer, our algorithm guarantees a ratio of $\beta+2$ for fixed $k, \frac{3}{2} \beta+\frac{1}{2}$ for arbitrary $k$. Here $\beta$ is the best achievable approximation ratio for the original KTR problem with zero repairtimes. For the case when the repairtimes are all the same, we presented a 7.1604-approximation algorithm. We also introduced a complementary version of the KTR problem, the BLP, in which we are given a latency bound $L$ and are asked to find minimum number of tours such that no customer experiences a latency more than $L$. For this problem, we presented a bicriteria approximation algorithm that finds a solution with at most $2 / \rho$ times the number of repairmen required by an optimal solution, with the latency of no customer exceeding $(1+\rho) L, \rho>0$.

It should be interesting to see whether one can come up with an algorithm that does not use the KTR algorithm as a black-box.
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